MIMOSA5 Operation Log

MEMOSA5OperationLog.doc

10/15/2004
Notes from Fabrice intro for Maro of 10/14/2004

MIMOSA5 has 3 maker pixels at the beginning of each section.  These can be controlled by probably 4  pots labeled 

Xilinx program:

pixel bits/LEPSI5.mcs
Runs 3 frames with 64 rows by 512 columns 

10/20/2004
Robin’s code needs 25 MHz clock

Fred’s code needs 10 MHz clock or less at least for MEMOSA5

documentation for Robin’s pixel readout:

http://lemonade.lbl.gov/tiki/tiki-index.php?page=PixelDesigns
robin’s code

Pin 5 used for trigger comes after but near beginning of section 1

Pixel 6 has a feature on pin 11 that uses the row marker to resync the data.  Otherwise the pattern shifts by one pixel in the Mac

My version of pixel7-rg gave weird results

copied pixel7-rg from Markus again to Pixel7rgMarkus

and pixel7 from Fabrice to Pixel7rgFabrice

Fabrice had messed around with the clock rate and brought some test pins out

How to create a bit file from what ever Xilinx code 

left click on next to last tree entry>rerun all

right click next to last entry if does not come up and run, step through operations

Hints:

serial

last prom type

??04

2/21/2005

OK more detailed this time since forgot

right click next to last tree enty: Generate PROM, ACE, or JTAG and run

select PROM

comes up I want to targe Xilinx Serial Prom

Over write PROM File Name with say 512x512hw

Location  Browse it <next>

Select a prom

xc18v  xc18v04  > add  > next

next

add file name > select the bit file

would you like to add another design file to the data stream? > no > finish > yes

should have succeded, kill the impact program
should have an mcs file to load into the board

Hell here are the directions already just didn’t say mcs file creation:

How to load the FPGA and PROM

right click on icon

select the configuration file, really
PROM file

Xilinx Serial Prom

Fix file name with name and directory below

xc18v  xc18v04

add

select bit file

no to another file

finish (should create a mcs file)

don’t save changes

Problems with compiling and running Lepsi5 on HW laptop.  There is no stop or chip_reset and data does not go to MAC, but sysclk works.
Rebuilt Lebsi5 on Fred’s machine copied and loaded

bitpusher/Xilinx/design/pixel bits/lepsi5rebuilt.mcs        (10/21/04 3:34P)

this fails in the same was as the attempt on HW laptop

Checked bitpusher/Xilinx/design/pixel bits/lepsi5.mcs        (file date 8/13/04)
this works fine.
Rebuilt lepsi5.sch that had sysclk connected to testout7 and start to testout13

bitpusher/Xilinx/design/pixel bits/lepsi6.mcs  (10/21/04)

The sysclk appeared on testout7 as it should, but again as with HW laptop compile, no data to Mac and no start

10/22/2004

Fred found that the lepsi5 had been changed to require a jumper on J11,  pin 1 grd to enable the lepsi chip to issue a row marker which is required to make the program run.

recompiled Fred’s original on my laptop and ran – looks ok
But, my play version did not work.

How to new schematic from old
Make a copy of a schematic file( can use save as)

Go to directory and make a copy of a .ucf constraints file

right click in design tree> new source > the new schematic

right  click> new source > the new ucf file > associate new schematic

OK this work made lepsi5HW (a copy of Fred’s lepsi5) that worked 

Use a jumper on first pin to select one of the sections J12 pin 25 (testpin 1)
use chip_reset testpin #9 as a good scope reference.
Robins code will not work with the J11 pin 1 grd

Use testpoint 6 for a good scope trigger


Current 1.14 amps


25 MHz crystal
LabView codes

Left square to exit code

File>Open>Pixel DAQ>Robin>Robins.vi  for Robin’s code
File>Open>Pixel DaQ>Online Stats.llb>Online Stats.vi Howard’s code
The FabM5_4.mcs file copied from Fabrice rg directory runs

A recompile of stuff copied from Fabrice runs 
change testpin 7 from data_valid to clk_acq 

pixel7HWb.mcs  loaded and running

10/25/2004

Tried to change testpin 6 to clks  from the orginal what ever it was, but no change

Tried again but failed to produce a .bit file

Recompiled and produced a bit file which had the change if testpin6 to clk_aqc, but data operation screwed up.
Reloaded the Pixe7-rg-fr-hw with Pixel7rgFabrice

rebuilt worked

changed the testpin 7 and 6 to clk_acq and clks

clks was 5 times freq of clk_acq and mac didn’t take data correctly

file: pixel7AcqClk.mcs

clk_acq 2.5 MHz

clks 12.5 MHz

Recopied again

This time allowed crash recovery rerun and test

Runs OK with the original problem of time shift

MIMOSA appears to be clocked at 2.5 MHz

file: pixel7rec2.mcs

changed testpin 7 and 6 to clk_acq and clks

As before the testpins view correctly but the DAQ does not work

file pixel7AqcClks2.mcs

Recopied again

changed comment in the .sch

RerunAll

Works fine except for original problem with time shifts

File: pixel7rgfrticked.mcs

changed testpin 7 to clk_aqc rerun all

Works as it should

File: pixel7aqc2.mcs

change testpin 7 to clks0

rerun all

File: pixel7clks0.mcs

changed testpin 7 back to clk_aqc

rerun all

File: pixel7aqc3.mcs

changed testpin 6 to clks0

rerun all

showed the testpoints correctly, but daq failed

File: pixel7aqcclks0_3.mcs

changed testpin 6 back to wr_en

rerun all

OK working again 

File:pixel7aqcwe.mcs

put a counter into the lower 16 data bits in place of ADC

rerun all

File: pixel7_counter.mcs

Many weird things.  With ramp to fifo find that memory steps twice as fast as the counter.

Attaching clks0 to testpin 6 makes DAQ operation fail

Copied from pixel7-rgFabrice to pixel7-rg-fr-HW2

changed testpin7 to clk_aqc

Works per usual, now ready to implement the data buss breakout 

Redid Robins ramp into the first 16 bits of the fifo(sdram) rebuilt all

Works like before there is a stair step with memory advancing twice as fast as the counter.  Conclusion there was not some problem with accidental corruption in the first ramp attempt.

File: pixel7rampHW.mcs

Robin did a rework of pixel6 and found that data transfer to the MAC is OK.  Checked and found that the fifo(sdram) must have a problem that is causing the two memory advances per counter advance and also causing the periodic one bucket shift.  Don’t know yet about the problem with the clks0 to the testpin6 problem.
To make the .mcs file, can leave the Prom formatter open use edit to change prom file name and operations generate file

connected clks0 to testpin 6 again and it failed

replaced the testpin 6 with a grd and it is OK again

10/26/2004

from yesterday clks0 to testpin 5

broke mac connection

clock shows correctly on testpin5

File: pixel7rgfixcls0tp5.mcs

Still working out of 

pixel7-rg-fr-hw2

removed clks0 from testpin5

mac working with ramp again after mis-steps

File pixel7ramp3.mcs

Pin assignment for Robin’s MIMOSA5
	signal schematic
	Pin out FPGA
	Connector J12 pin
	Connector test pnt ct

	debugA
	V21
	9
	9

	debugB
	V20
	11
	8

	debugC
	V19
	13
	7

	debugD
	W22
	15
	6

	debugE
	W21
	17
	5

	debugF
	Y22
	19
	4

	section<0>
	P22
	9 (J11)
	22

	section<1>
	P18
	7 (J11)
	23


changed from ramp to ADC data

Some problem with flip flopping data

File pixel7MacReady.mcs

went back to earlier run where thought was working in old style, but not so clear

Went back to Fred’s  both leps5.mcd in pixel bits and lepsi5HW.mcs in pixel7HW worked fine after Fred reminded me that I had to select a section with one of the first 4 test pins.  chip_reset testpoint 9 is a good scope reference 
2.36 volts analogue out.  Start of analogue 53 micro seconds following the chip_reset
Back to Pixel-rg-fr-hw2
restored test points to orginal

reconnected ramp to the 16 data pins

File: pixel7rampOldDebugPins.mcs

10/27/2004

Checked the colmk and rowmk for the two halves to see if there was any time variation between the two.  Everything looks good to better than a ns.  There are times in the cycle when the width is different for probably the rowmk.  The colmk is much higher frequency.
Contact points associated with row and column marker signals

	signal name
	J2
	Mezz#
	MezzIn #
	constraints 
	notes

	
	mezz card can scope
	Mother board print
	Mother board print
	File
	

	colmk  (L)
	22
	17
	1
	C1
	active if

 J11-1 grded

	rowmk (L)
	23
	18
	2
	D2
	active if

 J11-1 grded

 (only signal conn on FPGA).

	colmk (R)
	30
	25
	9
	G1
	active if

 J11-3 grded

	rowmk (R)
	31
	26
	10
	H5
	active if

 J11-3 grded


Robin’s pixel8   (delivered 27-Oct-04)
Compiled and ran as received.  Initial results look good.
Firmware file: pixel8rg1.mcs saved in: bitpusher\Xilinix\designs\pixel8hw
run with mac code: Pixel DAQ>Robin>Robins.vi

crashes with Howard’s (started working later with reboot or something)
Saved two events, data file:   pixel8rg1
ADC values in the range9200-10200

New pinouts for debug:

Pin assignment for Robin’s MIMOSA5

	signal schematic
	Pin out FPGA
	Connector J11 pin
	Connector test pnt ct

	debugA
	R18
	25
	1

	debugB
	R19
	23
	2

	debugC
	R20
	21
	3

	debugD
	R21
	19
	4

	debugE
	R22
	17
	5

	debugF
	P19
	15
	6

	section<0>
	P22
	9 (J11)
	22

	section<1>
	P18
	7 (J11)
	23

	
	
	
	


Moved clks0 to debugA to see if the code would break like pixel7, but seems to run fine

File: bitpusher\Xilinix\designs\pixel8hw\pixelrg2.mcs

10/28/2004

Robin looked at the ADC delay to get marked pixel into the data.  This has been adjusted from 9 to 5 to get it to line up such that data in MAC starts with first marked pixel.  There seems to be 3 marked pixels.  Still need to update my working area.
This test work with the ADC delay was done in Pixel8_rg2 which was copied just for this purpose, so can probably discard this once the fix is working in pixel8-rg-hw
Working File

File: bitpusher\Xilinix\designs\pixel8hw\pixel8rg_t_adj5.mcs

Suspected layout of MIMOSA5 as labeled on the Mezzanine card:

	Section 2
	Section 4

	Section 1
	Section 3

	wire bond edge

	Right
	Left


Note there are some things labeled inconsistent with the above picture.  Will need to correct, but not for now.

Working in pixel8-rg-hw 

In looking at acq_mimosa it appears that mkoff never gets set.  If this is the case can this undefined value vary from one compilation to the next?  Could this be the cause of some of the non-running problems?
Connected row and column markers through to J12 test pins, but skipped rowmk for the one that is already used because could not do in same manner.  This case ran as expected except of course the rowmarker right was low as previously noted.
Note drawing 1.45 amps ??

File: pixel8rg3

Remove the rowmaker that had a low voltage from schematic

change tp2-1 from clks0 to clk_acq

This worked the same way, still a large current.

File: pixel8rg4  can be used to take data
OK mystery solved the extra current is because someone plugged in the JTAG loader

FPGA pin connections to the J12  and J11 connector, mother board.
	FPGA File:
	pixel8rg4.mcs

	J12 test point numbering

 J12-25 = tpa1

J12-23 = tpa2

….
	FPGA

pins
	Connection

	tpa1
	AA20
	colmk_L

	tpa2
	W20
	

	tpa3
	Y21
	colmk_R

	tpa4
	Y22
	clk_sdp0b (pixel8rg6)

	tpa5
	W21
	clk_sdp1b (pixel8rg6)

	tpa6
	W22
	

	tpa7
	V19
	

	tpa8
	V20
	

	tpa9
	V21
	

	tpa10
	V22
	

	tpa11
	T21
	

	tpa12
	T22
	

	tpa13
	P17
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	FPGA

pins
	Connection

	tpb1
	R18
	clk_acq

	tpb2
	R19
	acq_finished

	tpb3
	R20
	full

	tpb4
	R21
	wr_en

	tpb5
	R22
	data_valid

	tpb6
	P19
	rd_en

	tpb7
	P20
	

	tpb8
	P21
	

	tpb9
	P22
	section<0>  select section with two bits 

	tpb10
	P18
	section<1>

	tpb11
	N18
	

	tpb12
	N19
	

	tpb13
	N20
	


did a snap shot before this next attempt

10/29/2004
Attempted to add another output to acq_mimosa.vhd and connect to an output pin.  It broke.

File: pixel8rg5.mcs

Could not figure out how to do a snapshot recovery
11/1/2004

run of 100 events

ns100evtNov1.bin0  room temperature no source

ns100evtNov1Temp13c.bin0  chiller on no source

OK probably made snap shot work and restored Pixel8-rg-hw to a working version, pixel8rg4
11/1/2004

recorded with pixel8rg4
ns100evtNov1Temp13C.bin0.txt                  No Source

nsholder100evtNov1Temp13C.bin0.txt        No Source holder as in next w

s100evtNov1Temp13C.bin0.txt                     Source with holder as above

Some home work was done in a variety of directories.

11/2/2004
The project in:

C:\XilinxWieman\tutorial
has modelsim working
Much screwing around trying to make the schematic and vhdl modules generate a constraints file with PACE.  Found that old  .ucf files have to be removed from the project and renamed.  Must bring symbol file up to date for vhdl modules and the .sch has to be fixed and saved.  May or may not be able to accomplish this now, but it did work in:
C:\XilinxWieman\tut2
Where could generate the *.ucf  file and assign pins by drag and drop in 

User Constraints>Assign Package Pins

Working in Pixel8-rg-hw restored to snapshot pixel8rg4
Modified clock adding some duplicate fast clock signals and brought them to test pins: tpa4 and tpa5
File: pixel8rg6.mcs
Saving snapshot under same name

11/4/2004

Setup Marco computer using pixel8rg4.mcs it works sort of, but not the same as on mac, looks like order is screwed up.

Tried Fred’s code both lebsi5.mcs in pixel bits and lepsi5HW.mcs
OK working after remembered that two jumpers must be set, ie one to make sync signal work and one to select one of 4 sections to read out.

18-Feb-2005

running: pixel2_mdo/512x128.mcs

timing ref near start of chip readout: J12-11

clock: J12-3

comparing analogue out with Labview display while playing with VDMYR pot and light exposure

1. data is recorded on the rising edge of the clock

2. VDMYR pot changes analogue at clock rise for 3 pixels

3. The second two VDMYR pixels go to Labview as pixels 1 and 2

4. Labview pixel 0 is an unknown pixel that is light sensitive and is completely out of sequence.

   One would expect it to be the first of the 3 VDMYR pixels, but it is not.

21-feb-2005

VDMYR changing pixels occur on first row only according scope test

The 512x512.mcs file that I got from the Oldenburg package does not look like the schematic file, namely it has the

standard test points found in 512x128.mcs.  It appears to be the same as nsd-leo: .. pixel2_mdo512x512_almostCorrect.mcs

3/9/2005

Attempting to get the same compiled code behavior working on the LEPSI MEMOSA5 as Marcus has.  Not concluded

Try Robins: MIMOSA5_55.mcs
Robin demonstrated that he is counting correctly, namely he starts after the amplitude reference markers.  He can jumper select when he starts recording data and has amplitude marks coming in ch 518, 519 and 520 when he does not start with the fall of the time marker signal.
Robins source code location

lemonade.lbl.gov

CVS library – to view:

http://lemonade.lbl.gov/cgi-bin/cvsweb/

Pixel8-rg

to extract:

logon as hhwieman, the usual unix pw and:
first time CVS checkout:

cvs -d lemonade.lbl.gov:/var/lib/cvs checkout Pixel8-rg

will create a Folder "Pixel8-rg" with the latest version from CVS.

when you are in this folder, you can get updates by just typing "cvs update"

there is some info at http://lemonade.lbl.gov/tiki/tiki-index.php?page=CVS
the “bitpusher” in the small room: nsd-leo
pixel xilinx
First attempt at duplicating MIMOSA5_55 failed

3/10/2005

Upgraded to Xilinx CD (Marcus, Rai copy) and web up dates to

release version: 6.3.03i

Robins Reg ID: 1184 0679 1418 4047

recompiled and saved as 512rg4.mcs
Loaded and Ran correctly!!!! 
1.75 amp current as observed with MIMOSA5_55.mcs

didn’t notice a time violation error this time in consol log
3/15/2005
FPGA pin connections to the J12  and J11 connector, mother board.

	FPGA File:
	mimo5rg_scope_trg1.mcs
	

	J12 test point numbering

 J12-25 = tpa1

J12-23 = tpa2

….
	
	FPGA

pins
	Connection

	tpa1
	
	AA20
	colmk_L

	tpa2
	
	W20
	

	tpa3
	
	Y21
	colmk_R

	tpa4
	
	Y22
	clk_sdp0b (pixel8rg6)

	tpa5
	
	W21
	clk_sdp1b (pixel8rg6)

	tpa6
	
	W22
	

	tpa7
	
	V19
	

	tpa8
	
	V20
	

	tpa9
	
	V21
	

	tpa10
	
	V22
	

	tpa11
	
	T21
	

	tpa12
	
	T22
	

	tpa13
	
	P17
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	
	FPGA

pins
	Connection

	tpb1
	debugA
	R18
	clk_acq

	tpb2
	debugB
	R19
	acq_finished

	tpb3
	debugC
	R20
	trg_out  (added adjustable scope trg)

	tpb4
	debugD
	R21
	wr_en

	tpb5
	debugE
	R22
	data_valid

	tpb6
	debugF
	P19
	rd_en

	tpb7
	
	P20
	

	tpb8
	
	P21
	

	tpb9
	
	P22
	section<0>  select section with two bits 

	tpb10
	
	P18
	section<1>

	tpb11
	
	N18
	

	tpb12
	
	N19
	

	tpb13
	
	N20
	


Found that there was a jumper on Marco’s readout board which loaded down some output test points that I installed.  The jumper was shorting either J11- 1-2 or 3-4

Removed short then could see reset_n and rst_n came with a step as they should on FPGA reload.  The trg_out also went from slow rise to step as it should.  Discovered using testlead.mcs.  This file does not work for data acquisition although it should.

Went back to 512rg4.mcs and this works with DAQ (no short events)

recompiled again as 512rg4d.mcs and it worked

hooked up the scope trig and compiled as 

512rg4e.mcs  (works as it should)
3/16/2005

working out of directory:

C:\XilinxWieman\pixel8-rg-cvs\Pixel8-rg-hw

	FPGA File:
	512rg4e.mcs
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	
	FPGA

pins
	Connection

	tpb1
	debugA
	R18
	clk_acq

	tpb2
	debugB
	R19
	acq_finished (toggles)

	tpb3
	debugC
	R20
	trg_out  (added adjustable scope trg)

	tpb4
	debugD
	R21
	wr_en

	tpb5
	debugE
	R22
	data_valid

	tpb6
	debugF
	P19
	acq_active 

	tpb7
	
	P20
	

	tpb8
	
	P21
	

	tpb9
	
	P22
	section<0>  select section with two bits 

	tpb10
	
	P18
	section<1>

	tpb11
	
	N18
	


Brought chp_rst out of the acq_mimosa.vhd module and connected to a debug pin:
File: 512rg4f.mcs
	FPGA File:
	512rg4f.mcs
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	
	FPGA

pins
	Connection

	tpb1
	debugA
	R18
	clk_acq

	tpb2
	debugB
	R19
	acq_finished (toggles)

	tpb3
	debugC
	R20
	trg_out  (added adjustable scope trg)

	tpb4
	debugD
	R21
	chp_rstdb (same as chp_rst)

	tpb5
	debugE
	R22
	data_valid

	tpb6
	debugF
	P19
	acq_active 

	tpb7
	
	P20
	

	tpb8
	
	P21
	

	tpb9
	
	P22
	section<0>  select section with two bits 

	tpb10
	
	P18
	section<1>

	tpb11
	
	N18
	

	
	
	
	


MAJOR SUCCESS WORKED FIRST TRY!! (well after known syntax correction)
3/17/2005

512rg4trg511.mcs

Set DELAY from 2 to 511

512rgrctrg511.mcs

Changed scoptrig.vhd to work with reset instead of reset_n and connected scopetrig.vhd

to chp_rstdb.  This should have shifted trgout time a few clock tics, but chp_rstdb and trigout didn’t function.  Recompiled (512rg4rstrg2.mcs), still no good.  Checked that old code ran.   Checked that test bencher still worked and changed DELAY  from 511 to 2 again worked as expected in test bencher.  Recompiled (512rg4rstrg3.mcs) now it runs???????

With

512rg4rstrg3.mcs  

DELAY = 2
trg_out rises 4 tics after chp_rstdb falls, but in test bencher it rises at 3 tics after
512rg4rstrgd4.mcs

DELAY = 3

There may be a problem in the code with cnt getting used before initialization.  Didn’t do this quite like Robin.  OK trg_out did delay one more clock tic in silicon

Try Robin’s method making sure that there is an asynchronous reset of the cnt in the internal process
DELAY = 3

512rg4rstrgd3b.mcs
The result is the same as before
trg_out rises 4 tics after reset low in test bencher

trig_out rises 5 tics after reset low in silicon

scope says to move trg_out to begin of first non adjusted pixel is 517, try it with
512rg4rstrgd517.mcs

came out 3 short, but rechecked and get good agreement .

Well 5 before first good light sensitive pixel, so add 512+5

tried 

512rg4rstrgd1034.mcs

512rg4rstrgd1546.mcs

Didn’t work

3/18/2005

tried compiling again

512rg4rstrg15146b.mcs

still does not work

set delay back to 3 

512rg4rstrgd3c.mcs

ok works again

How to run ModelSim from Xilinx Project Navigator and show internal variables in a VHDL code:

Project>new source>test bench waveform

from test bench wave form window select driving signal definitions

save the file from this window

select the file in Sources in Project window

Processes for Source>Simulate Behavioral Model>run

wave >zoom full

structure><file name>uut this pops internal variables onto signals window

drag signal from signal window to the wave window under the other signals

signal window restart> restart all selected
wave > Run All   this should show desired simulated signals including states if selected

Can see why scopetrg puts in an extra count in Si than in simulation.  It depends critically on whether the reset fall or clock rise comes first.  This is the case with scopetrig.vhd  try using rising edge instead.  The rewrite is scopetrigre.vhd  This will be reinstalled into the project in place of the orginal, but leave the original file if want to return.

rewrote scope trig

512rg4trgm2d3.mcs

Great it works, 5 tics after the clock that sets trg_out low it goes high again.  This is with the DELAY = 3.  Note the mimosia clock goes high right before the reset to the memosa.
tried delay of 1534
512rg4trgm2d1534.mcs
this didn’t work right although it did generate my signal correctly
The problem chip reset rises with clock and falls with clock, so changing the load on this signal apparently let it fall between the clocks and it didn’t reset the chip. 

Verification with:

rghack.mcs 

which shifted the reset by ½ clock cycle

now it works, but need to take ADC delay from 9 to 10
saving the scope trigger file that was used for last configuration as:
ScopeTrigRe1534.vhd
3/23/2005

ADC_DLY changed 9 to 10

Added asynchronous resets to ScopeTrig.vhd and 
changed counter to count down.  Simulation of ScopeTrig.vhd works, but not tested on chip.

512rg4trgm3d3.mcs

To do: test this in silicon then add a test point for the row markers.

3/24/2005

The above file works in siliclon
512rg4trgm3d1533.mcs

delay of 1533, this works qualitatively.   

Notice that analog preceding trigger is always saturated, but following trigger takes more light to saturate then the earliest pixels.

Bring out rowmk0 and set delay 509
	FPGA File:
	512rg4m4d509.mcs
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	
	FPGA

pins
	Connection

	tpb1  25
	debugA
	R18
	clk_acq

	tpb2  23
	debugB
	R19
	acq_finished (toggles)

	tpb3  21 
	debugC
	R20
	trg_out  (added adjustable scope trg)

	tpb4  19
	debugD
	R21
	chp_rstdb (same as chp_rst)

	tpb5  17
	debugE
	R22
	rowmk0  (marker from chip)

	tpb6  15
	debugF
	P19
	acq_active 

	tpb7  13
	
	P20
	

	tpb8  11
	
	P21
	

	tpb9  9
	
	P22
	section<0>  select section with two bits 

	tpb10  7
	
	P18
	section<1>

	tpb11  5
	
	N18
	grd to kill acq_en  ?

	tpb12  3
	
	N19
	grd to kill row marker ?


512rg4m4d509.mcs
3/25/2005

Got row marker working, find that it comes up before reset, gets cut off by reset and then appears ~>512 after reset.  The first part is left over because Robin runs out the ADC delay shift register before resetting, so chip has started into the next frame. 

row marker comes just before first pixel and repeats each frame, not each row.  So, the row marker indicates the first row of the frame and it lasts for the ~full row read time.

Scope trigger set for delay that puts trigger at first pixel of each frame

512rg4m4d522p0x512x512.mcs         screen save blk1.bmp
512rg4m4d522p512x512.mcs             screen save blk2.bmp
512rg4m4d522p2x512x512.mcs             screen save blk3.bmp
512rg4m4d522p3x512x512.mcs             screen save blk4.bmp
The screen saves have chip clock, rowmk, scopetrig and analog out
Note, first 3 pixels in each frame are more sensitive to light, like they are maybe left over from a previous frame and have had longer exposure time.

Actually all frames have 3 sensitive leading pixels followed by a 4th pixel that has intermediated sensitivity between the 3 and the rest. 
6/1/2005

Probably get row sync marker when mk_sync is allowed to float, this is tied to tpb12 or J11-3

6/2/2005

Running mother #4

mcs  MIMOSA5_55.mcs

mezzanine MIMOSA5 #6

had to jumper J11_3  seems to provide row marker

J11_5 killed the acquisition 

J11_7 and 9 different base line

	Mezzanine ID #
	date
	VREFTR

pin 1-2

(kOhm)
	VDMYR

pin 1-2

(kOhm)
	VREFBR pin 1-2

(kOhm)
	VREFBL pin 1-2 (kOhm)
	VDMYL pin 1-2

(kOhm)
	VREFTL pin 1-2

(kOhm)

	orig ref
	
	2.943
	1.0
	2.867
	2.785
	1.829
	2.728

	#6 start
	pre 6/2/05
	1.869
	.0003
	2.784
	2.812
	0.314
	2.822

	#6
	post

6/2/05
	2.5
	.0003
	2.784
	2.812
	0.314
	2.822

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Skip this resistance business – need to measure voltage because all in parallel

screwed around with #6 plugged it in offset and probably broke 
Found that by setting VREF at 1.020 got more gain and had light sensitivity, but only varied over 300 ADC counts from dark to light

conclude screwed it up from plugging in wrong.

MIMOSA5 #3 looked reasonable with ADC varying from 6000 to 15000 with VREF at 2.6 volts

VREF at 2.0 volts and ADC range in 15000 to 5500.

current 1.108 amp

Bottom Left  works

Bottom Right works

Top Right light sensitive, but weird

Top Left works

Did get the ID straight 

	Quadrant
	J11-7 bit
	J11-9 bit

	Top Right             VREFTR
	0
	0

	Bottom Right       VREFBR
	0
	1

	Top Left               VREFTL
	1
	0

	Bottom Left         VREFBL
	1
	1


MIMOSA5 #5

1.45 amp need to recheck now that we might know what we are doing

MIMOSA5#8 

Worked to some degree, but again need to recheck

6/3/2005

Original MAC 

Labview Use this to take data 512, 512, 3  0.150

Firmware: MIMOSA5_55

Jumper control: J11_3 to grd

MIMOSA5 #3

set all VREFxx to 2.0V

Top Right (0,0)    light sensitive, but big spread in ADC values with light on

Bottom Right (0,1)  light sensitive

Top Left (1,0)   light sensitive
Bottom Left (1,1) light sensitive, but more spread in ADC values with light off

To look for sigma: set events to 30, record pedestals

shows distributions of sigma, looks about like data taken on p. 115 paper log for Top Left

Top Right (0,0)   

Bottom Right (0,1) 

Top Left (1,0)   sigma =  8 for mean of distribution 
Bottom Left (1,1) 

Mother board #1

Repeat of above, checking sigma on Top Left, got same result.

Conclude that Mother board #1 works!!!!!!!!!!!!
(this is the one that was rebuilt adding ADCs)

Mother board #6 shows random ADC ~9000 independent of light or section select.

2cm on working board is 2.5 volts and on #6

Check diagnostic version

512rg4m4d522p3x512x512.mcs   
Source for this file:    C:\XilinxWieman\pixel8-rg-cvs\Pixel8-rg-hw\Pixel8-rg.npl (top_mimosa.ucf)
The mcs file is also available on bitpusher C:\Xilinx\designs\tmptestHW      

Mother board #1

works as MIMOSA5_55.mcs, but removing J11-3 jumper does not give short events, but it does change the display

Confirmed with Robin that at least in the latest design the J11_3 grd removes the row marker and row marker requirement to take data.  J11_3 float should be used to take data with chip

Reran the pedestal with J11-3 removed and got the same sigma of 8-9 in Top Left

Great news Robin got LabView DAQ running on new PC in a very few minutes

switched operation to PC and verified same performance for signals and sigma

6/4/2005

Baseline check of working mother # 1 without mezzanine to debug mother #6

Grd J11-3 to accept  data without row marker

current without mezzanine 0.82 amp 

ADC with output value in LabView
(J11-7, J11-9)  ADC value

(0,0)  8900

(0,1)  6500

(1,0)  7500

(1,1)  7900
mother #6

0.79 amp no mezzanine 

(J11-7, J11-9)  ADC value

(0,0)  6900-7400

(0,1)  6600-6900

(1,0)  7550

(1,1)  7400

Check of ADC ref voltage cm1-cm4

1cm = 2.49 volt  mother J3-4

2cm = 2.49 volt  mother J3-14
3cm = 2.49 volt  mother J3-24
4cm = 0.00 volt  mother J3-34 (mother #1 has 2.5 volt like the others, so here a problem)
probed the board and now 4cm is working??

mother #6 with mezzanine

0 words and no scope trig if operated with J11-3 open

suggests no row marker generated

J11-25 clk_acq ok

J11-23 acq_finished is toggling as should

J11-21 trg_out ok

J11-19 chp_rstdb ok

J11-17 rowmk0 from chip  haven’t checked with chip in

J11-15 acq_active

So far have not seen a clock to chip with Mez removed.

6/6/2005

checked mother #1 without Mez and this gives clock to J4-9 with or without the no row marker jumper

Resistance on J4-9 and 10, clocks to chip are open on #6 and ~04.5meg on #1

also do not get the flash memory load light with Mother #6

Checked all voltages and Mother #6 has 3.25 instead of 3.3 as on #1

Problem on mother board #6 understood, all the mother board drivers to and from the mezzanine did not get soldered and the LED indicator for the flash memory load is probably backward.

6/7/2005

Repair of mother #6 

Now takes data and LED works

current 0.95 with mezzanine #3 installed

Had to reload labview to get data taking to work without short events

Top Left (1,0)   sigma =  11 for mean of distribution, used to be 8

back to mother #1 sigma back to 8

reloaded firmware: 512rg4m4d522p3x512x512.mcs   

into #6 to be sure.

Top Left (1,0)   sigma =  9.5, but still same pixel number shape as before, not like mother #1
removed and checked mother #6 without mezzanine  Top Left (1,0)   sigma =  4
mother #1 without mezzanine  Top Left (1,0)   sigma =  6.5

mother #4 without mezzanine  Top Left (1,0)   sigma =  11, wide =8 at first channels as expected.  Ran a second time and the sigma = 8, but same variation with pixel number for first 1000, not contestant.

OK didn’t have the same firmware in #4

run 10

mother #4

mezzanine mimosa_5 #3

firmware: 512rg4m4d522p3x512x512.mcs
#4 gives sigma = 8.5 again with bump in the pixel 1000 region
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run 11

mother #1

mezzanine mimosa_5 #3

firmware: 512rg4m4d522p3x512x512.mcs
Top left (1,0) sigma = 8.5  no bump in the 1000 region
[image: image3.emf]14.0
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run 12

mother #6
mezzanine mimosa_5 #3

firmware: 512rg4m4d522p3x512x512.mcs
Top left (1,0) sigma = 9 no bump this time in the 1000 region
[image: image5.emf]14.0
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Rerun 12 with load button mother, reload labview

[image: image7.emf]14.0

0.0

2.0

4.0

6.0

8.0

10.0

12.0

Pixel Channel Number

4000 0 1000 2000 3000

Plot 0

Sigma


[image: image8.emf]80000

0

10000

20000

30000

40000

50000

60000

70000

Sigma

25.0 0.0 5.010.015.020.0

Plot 0

Distribution of Sigmas



run 13

mother #4

mezzanine mimosa_5 #3

firmware: 512rg4m4d522p3x512x512.mcs
#4 gives sigma = 8.0 no bump this time to speak of in the 1000 region
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6/30/2005

MIMOSA_5 #8

output analog limits: 0.636 volts to 1.24 volts

	sector or quad
	voltage ref
	volts
	scope file

	1
	VREFBL
	3.1
	ch8sec1v3p1.png

	2
	VREFBR
	
	ch8sec2v

	3
	
	
	

	4
	
	
	


14500
10/28/2005

belated recording of the fix that makes MIMOSA5 stable, no pixel shifts after this:

-- this 1/2 clock delay was added by Robin 3/22/05 so that chip reset brackets chip clock rising edge
This was found in:

C:\XilinxWieman\pixel8-rg-cvs\Pixel8-rg-hw\acq_mimosa.vhd

Will check that this got propagated to newer CVS library.  It appears that it did, namely the reset is clocked on the falling edge:

dv0:process(clk,reset_n)

 begin

    if falling_edge(clk) then

      chp_rst_fe <= chp_rst;

    end if;

 end process;

So now starting work on ALS code for MIMOSA5 chip, this is now picking up on the APS4 work and will use same project from the newer CVS library (since has above fix)   The work just before this was on aps4_als29.mcs which is in the APS4 log.
Directory for this work:

C:\XilinxWieman\Pixel8-rg-cvs-oct-2005\APS4_rg_hw

OK bad news running from this directory has impacts from APS4 work because of the shared modules.  Don’t want to break the APS4 work  so will start a second directory by copying from above directory, cleaning up and putting into:
C:\XilinxWieman\Pixel8-rg-cvs-oct-2005\MIMOSA5_ALS\MIM5_ALS.npl

Still not there.
10/29/2005

A process was entered into acq_mimosa.vhd that shared a name with another process, suggests that this was the added fix to take care of the sync error that I found, but that Robin never recompiled this code.

Now compiles, call mim5_start.mcs  hopefully this is essentially the same as the earlier, corrected MIMOSA5 codes of before.  Need to check that it runs.  Compare operation with 512rg4m4d522p3x512x512.mcs
For the record in the pixel8-rg-cvs\Pixel8-rg\directory:


RST_DLY : positive := 1;


ADC_DLY : positive := 9;


ROW_CNT : positive := 512;


COL_CNT : positive := 512;


ACQ_CNT : positive := 3*512*512

and in pixel9-rg-cvs\Pixel8-rg-hw\acq_mimosa.vhd:


RST_DLY : positive := 1; --controls length of chip reset pulse


ADC_DLY : positive := 10;
--controls length of delay before data_valid flag is raised


ROW_CNT : positive := 512; --counter limit for row counter


COL_CNT : positive := 512; --counter limit for column counter


ACQ_CNT : positive := 3*512*512 --sets number of clock tics sent to MIMOSA chip between


                                --chip resets, i.e. full section read out 3 times

Don’t have a record of what might have been in the schematic and we know there is a problem with the schematic passed generic parameter info getting lost.

Sent mim5_start.mcs to Berkeley for test.

snap shot mim5_start

	FPGA File:
	mim5_start.mcs (probable connections list)
	

	J11 test point numbering

 J11-25 = tpb1

J11-23 = tpb2

….
	
	FPGA

pins
	Connection

	tpb1  25
	debugA
	R18
	clk_acq

	tpb2  23
	debugB
	R19
	acq_finished (toggles)

	tpb3  21 
	debugC
	R20
	trg_out  (added adjustable scope trg)

	tpb4  19
	debugD
	R21
	chp_rstdb (same as chp_rst)

	tpb5  17
	debugE
	R22
	rowmk0  (marker from chip)

	tpb6  15
	debugF
	P19
	acq_active 

	tpb7  13
	
	P20
	

	tpb8  11
	
	P21
	

	tpb9  9
	
	P22
	section<0>  select section with two bits 

	tpb10  7
	
	P18
	section<1>

	tpb11  5
	
	N18
	grd to kill acq_en  ?

	tpb12  3
	
	N19
	grd to kill row marker ?


tested later 10/31/2005

and found that acq_active looks good as well as acq_finished, don’t see clk_acq?, maybe removed.  No chp_rstdb

10/29/2005
coded for als  first attempt:
mim5_als1.mcs
	Generic parameter
	MODULE
	mim5_als1.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	9

	ROW_CNT
	
	512

	COL_CNT
	
	512

	ACQ_CNT
	
	3*512*512

	MRK_CNT
	
	2*512*512

	DLY_SYNC
	trigger
	780294

	SKIP_EVNTS
	
	3

	ACQ_CNT
	mac_if5
	3*512*512


	FPGA File:
	mim5_als1.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	trg_scope 

	2
	J11_23
	R19
	

	3
	J11_21
	R20
	

	4
	J11_19
	R21
	

	5
	J11_17
	R22
	

	6
	J11_15
	P19
	

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	

	9
	J11_9
	P22
	section(0) (pulled up)

	10
	J11_7
	P18
	section(1) (pulled up)

	
	
	
	

	
	J11_3
	N19
	mk_sync (pulled up)

	
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	pulser out

	
	J12_23
	W20
	led

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER

trgt_frame_scope

	
	J8_1
	U5
	ALS LATCHED

sync_trg_scope

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input


11/5/2005
trying to run 

512rg4m4d522p3x512x512.mcs
MIMOSA5_55.mcs
mother #2
mezz # 17  J11-7&9  best adc, but problems with large pixel shifts

mother #2
mezz # 19  J11-7&9  fixed adc

can’t make aps4_als stuff work either

11/8/2005
mother #2 mez# 17 J11-7&9

MIMOSA5_55.mcs looks OK now, cable problem?
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512rg4m4d522p3x512x512.mcs runs as well essentially as above
11/10/2005

working directory proved by recompiled file: mim5_pre_als.mcs
C:\XilinxWieman\pixel8-rg-cvs\Pixel8-rg-hw\Pixel8-rg.npl
Starting here for ALS modifications

It worked and up through mim5_als3.mcs look to basically work.  Hopefully just the time parameters have to be set right.
	Generic parameter
	MODULE
	mim5_als4.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	10

	ROW_CNT
	
	512

	COL_CNT
	
	512

	NUM_TRGT
	
	2*512

	ACQ_CNT
	
	4*512*512

	DLY_SYNC
	trigger
	754424

	SKIP_EVNTS
	
	2

	ACQ_CNT
	mac_if5
	3*512*512

	WDTH_CNT
	leddriver
	25

	WAIT_CNT
	
	252

	WIDTH
	frame_marker
	156250


	FPGA File:
	mim5_als4.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	pulser_out

	2
	J11_23
	R19
	LED driver out

	3
	J11_21
	R20
	trg_wr_en_scope (3)  

	4
	J11_19
	R21
	rd_en 

	5
	J11_17
	R22
	req_in1 (ack from NI board)

	6
	J11_15
	P19
	‘1’ if mac state = RD

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	

	9
	J11_9
	P22
	section(0) (pulled up) (open)

	10
	J11_7
	P18
	section(1) (pulled up) (open)

	
	
	
	

	12
	J11_3
	N19
	fast cycle, grd to select  (pulled up) 

	13
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	

	
	J12_23
	W20
	

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER (MarTest) 

frame_marker (6.5 ms) (APS4)(red?)

	
	J8_1
	U5
	ALS LATCHED (MarTest)

trg_scope (50 ms)  (APS4)(brn?)

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input (grn ribbon)


mim5_als4.mcs

yellow: sync_trg_scope

green: trgt_frame_scope

purple: trg_wr_en_scope



	Generic parameter
	MODULE
	mim5_als5.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	10

	ROW_CNT
	
	512

	COL_CNT
	
	512

	NUM_TRGT
	
	2*512

	ACQ_CNT
	
	4*512*512

	DLY_SYNC
	trigger
	754424

	SKIP_EVNTS
	
	2

	ACQ_CNT
	mac_if5
	4*512*512

	WDTH_CNT
	leddriver
	25

	WAIT_CNT
	
	252

	WIDTH
	frame_marker
	156250


	FPGA File:
	mim5_alsb.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	pulser_out

	2
	J11_23
	R19
	LED driver out

	3
	J11_21
	R20
	trg_wr_en_scope (3)  

	4
	J11_19
	R21
	rd_en 

	5
	J11_17
	R22
	req_in1 (ack from NI board)

	6
	J11_15
	P19
	sync_trg_scope

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	grd to auto trigger

	9
	J11_9
	P22
	section(0) (pulled up) (open)

	10
	J11_7
	P18
	section(1) (pulled up) (open)

	
	J11_5
	N18
	acq_en if floating

	12
	J11_3
	N19
	fast cycle, grd to select  (pulled up) 

	13
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	

	
	J12_23
	W20
	

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER (MarTest) 

frame_marker (6.5 ms) (APS4)(red?)

	
	J8_1
	U5
	ALS LATCHED (MarTest)

trg_scope (50 ms)  (APS4)(brn?)

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input (grn ribbon)


11/15/2005
To make pulser work increased the number of bits in cnt from 24 to 28 then period 6249997 worked.  Don’t know why this was necessary

trg_scope comes 120 ms as it should before syn_trg_scope

trgt_frame_all should be fixed time after syc_trg_scope

mim5_als5b.mcs

	Generic parameter
	MODULE
	mim5_als5b.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	10

	ROW_CNT
	
	512

	COL_CNT
	
	512

	NUM_TRGT
	
	2*512

	ACQ_CNT
	
	4*512*512

	DLY_SYNC
	trigger
	754424

	SKIP_EVNTS
	
	2

	ACQ_CNT
	mac_if5
	4*512*512

	WDTH_CNT
	leddriver
	25

	WAIT_CNT
	
	252

	WIDTH
	frame_marker
	156250


	FPGA File:
	mim5_als5b.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	pulser_out

	2
	J11_23
	R19
	trgt_frame_all

	3
	J11_21
	R20
	

	4
	J11_19
	R21
	rd_en 

	5
	J11_17
	R22
	req_in1 (ack from NI board)

	6
	J11_15
	P19
	

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	grd to auto trigger

	9
	J11_9
	P22
	section(0) (pulled up) (open)

	10
	J11_7
	P18
	section(1) (pulled up) (open)

	
	J11_5
	N18
	acq_en if floating

	12
	J11_3
	N19
	fast cycle, grd to select  (pulled up) 

	13
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	

	
	J12_23
	W20
	

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER (MarTest) 

frame_marker (6.5 ms) (APS4)(red?)

	
	J8_1
	U5
	ALS LATCHED (MarTest)

trg_scope (50 ms)  (APS4)(brn?)

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input (grn ribbon)


trgt_frame_all   yellow
trg_scope green

sync_trg_scope purple

everything time synced

trgt_frame is every other cycle on the 5th after trigger




mim5_als5c.mcs
timing OK, but no data
rd_en   yellow

trg_scope green

frame_marker  purple




add wr_en diagnostic output and data started working

rd_en   yellow

wr_en green

frame_marker  purple




	Generic parameter
	MODULE
	mim5_als5c.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	10

	ROW_CNT
	
	512

	COL_CNT
	
	512

	NUM_TRGT
	
	2*512

	ACQ_CNT
	
	4*512*512

	DLY_SYNC
	trigger
	754424

	SKIP_EVNTS
	
	1

	ACQ_CNT
	mac_if5
	4*512*512

	WDTH_CNT
	leddriver
	25

	WAIT_CNT
	
	252

	WIDTH
	frame_marker
	156250


	FPGA File:
	mim5_als5c.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	pulser_out

	2
	J11_23
	R19
	trgt_frame_all

	3
	J11_21
	R20
	wr_en

	4
	J11_19
	R21
	rd_en 

	5
	J11_17
	R22
	req_in1 (ack from NI board)

	6
	J11_15
	P19
	

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	grd to auto trigger

	9
	J11_9
	P22
	section(0) (pulled up) (open)

	10
	J11_7
	P18
	section(1) (pulled up) (open)

	
	J11_5
	N18
	acq_en if floating

	12
	J11_3
	N19
	fast cycle, grd to select  (pulled up) 

	13
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	

	
	J12_23
	W20
	

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER (MarTest) 

frame_marker (6.5 ms) (APS4)(red?)

	
	J8_1
	U5
	ALS LATCHED (MarTest)

trg_scope (50 ms)  (APS4)(brn?)

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input (grn ribbon)


mim5_als5d.mcs

corrected the pixel count number, NUM_TRGT from 2*512 to 2*512*512, the rest the same as c.

This corrected the positioning in the write sequence, but it broke the data writing into the PC
0.16 microseconds per pixel

stretcher to be equal with clock at .16 microseconds per clk_acq set at 512^2 ticks or

262144

approx 160 ms per multi frame

need 267ms

add a multi frame

mim5_als5e.mcs, now it is skiping events and need final timing which will increase by factor of 2 the fine counter.

mim5_als5f.mcs

still screwed up with 

DLY_SYNC : positive := 1491924;
 -- number of clk tics + 2 after trigger til sync_trg_out


 SKIP_EVNTS : positive := 2
 -- number of events + 2 after sync til write enable

Might be that still doing the read from mem to pc when sync comes or another case of too small a counter.

add 4 bits

mim5_als5g.mcs
All the sudden data is transferring again and the timing is right for a triggered run at the ALS,  only problem is that it skips every other event.

Updated the table see below and found some pin out errors carried from previous copies

Snap shot:  mim5_als5g
trg_scope   yellow

wr_en green

frame_marker  purple

stretcher width set to match one frame write







	Generic parameter
	MODULE
	mim5_als5g.mcs

	RST_DLY
	acq_mimosa
	1

	ADC_DLY
	
	10

	ROW_CNT
	
	512

	COL_CNT
	
	512

	NUM_TRGT
	
	2*512*512

	ACQ_CNT
	
	4*512*512

	DLY_SYNC
	trigger
	1491924

	SKIP_EVNTS
	
	2

	ACQ_CNT
	mac_if5
	4*512*512

	WDTH_CNT
	leddriver
	1

	WAIT_CNT
	
	2

	WIDTH
	frame_marker
	262144


	FPGA File:
	mim5_als5g.mcs
	

	J11 test point numbering

 J11-25 = 1

J11-23 = 2

….
	input and output names

on print
	FPGA

pins
	Connection

	1
	J11_25
	R18
	pulser_out

	2
	J11_23
	R19
	trgt_frame_all

	3
	J11_21
	R20
	wr_en

	4
	J11_19
	R21
	rd_en 

	5
	J11_17
	R22
	req_in1 (ack from NI board)

	6
	J11_15
	P19
	sync_trg_scope

	7
	J11_13
	P20
	

	8
	J11_11
	P21
	grd to auto trigger

	9
	J11_9
	P22
	section(0) (pulled up) 

	10
	J11_7
	P18
	section(1) (pulled up) 

	
	J11_5
	N18
	acq_en if floating

	12
	J11_3
	N19
	mk_sync (open to select)

	13
	J11_1 (reset)
	N20
	reset (pulled up)

	
	
	
	

	J12 
	J12_25
	AA20
	

	
	J12_23
	W20
	

	J8 ALS connections
	
	
	

	
	J8_3
	V5
	FRAME MARKER (MarTest) 

frame_marker (6.5 ms) (APS4)(red?)

	
	J8_1
	U5
	ALS LATCHED (MarTest)

trg_scope (50 ms)  (APS4)(brn?)

	J10 ALS
	J10_1
	AB13
	ALS TRIGGER input (grn ribbon)


mim5_als5g.mcs 

tested on 

mother board 7
mimosa5 mezz 17

gave the following results (may have not been with CDS, but looked the same with CDS on) on LabView:

[image: image19.emf]15.0

0.0

2.5

5.0

7.5

10.0

12.5

Pixel Channel Number

500 0 100 200 300 400

Plot 0

Sigma


[image: image20.emf]140000

0

20000

40000

60000

80000

100000

120000

Sigma

15.0 0.0 5.0 10.0

Plot 0

Distribution of Sigmas


[image: image21.emf]4000

-1500

-1000

-500

0

500

1000

1500

2000

2500

3000

3500

Pixel Channel Number

800000 0 200000 400000 600000

Plot 0

Waveform Graph


PAGE  
1

